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Abstract

Mirco-expressions are the subtle facial expressions hap-
pened in the high-stake situation. It is very import for read-
ing the hidden emotion of the subjects. The recognition
of micro-expressions contains two steps: micro-expression
spotting and micro-expression recognition. In this paper, I
divide the micro-expression spotting process into face pre-
process and tracking, feature generation, feature difference
analysis, and review the methods used for each part. At
the same time, I review the existing methods of prepro-
cessing methods, features and classifiers used for micro-
expression recognition. Finally, public available micro-
expression databases are also summarized.

1. Introduction
Facial expressions are very important for detecting the

emotional states of a person, and affective states recogni-
tion has drawn many attentions over the past few decades.
Instead of traditional facial expression recognition, which
mainly focus on detecting primary emotion expressions in-
cluding disgust, fear, joy, surprise, sadness, anger [2], a
lot of studies have also paid attention to micro-expression
spotting and recognition in recent years. The first study
on micro-expression is reported by Haggard and Issacs in
1966 [4], and micro-expressions are defined as brief and
subtle facial expressions, which usually appear in high-
stakes situation, and they are uncontrollable to people them-
selves. Micro-expressions lasts for 1/25 to 1/3 second [37],
and has low intensity, which makes it hard to detect and
recognize, and an automatic micro-expression recognition
system is required.

The main need for micro-expression recognition is that
it is an important clue for real affective states detection,
especially when the subject tries to conceal his feelings.
In high-stake situations like suspects being interrogated,
the micro-expressions across the face could help the po-
lice to judge whether the subject is lying or not. In order
to help the police to judge whether someone is lying or
being honest, Ekman developed a micro-expression train-

Figure 1: An Overview of the key steps for micro-
expression analysis

ing tool to help to improve the abilities to recognize micro-
expressions [3]. Another situation micro-expressions recog-
nition system may be used is in psychotherapy, the patients’
real emotions may be understood by detecting the micro-
expressions.

Although the micro-expressions are important to under-
stand the genuine feelings of subjects, it is hard to spot and
recognize even for trained people because of the low inten-
sity and the short duration. Therefore, an automatic analy-
sis of micro-expressions is required using computer vision
methods. In recent years, a few micro-expression databas-
es have been released for researches, and some effective
methods have been put forward. In this paper, I present
the approaches for micro-expression spotting and recogni-
tion in Section 2, and introduce the databases for micro-
expressions in Section 3. The final conclusion is drawn in
Section 4.

2. Micro-expression Analysis
As shown in Figure 1, the analysis of micro-expressions

contains two steps, spotting and recognition. Spotting
means detecting when the micro-expression occurs in a
video stream and recognition refers to deciding what ex-
pression the micro-expression represents. A successful
analysis system of micro-expressions needs effective ways
both in spotting and in recognition.

2.1. Micro-expression Spotting

The target of micro-expression spotting is to detect the
temporal interval of a micro-expression in a frame se-
quences. The same problem for ordinary facial expression-



s or eye blink has been studied, and a few solutions have
been proposed. However, the problem of spotting micro-
expressions is rarely studied and only a few papers focus on
solving this problem. In general, this task is a two class’s
classification, and the methods proposed mainly deal with
the difference between frames. Most of the methods can
be divided into three steps: face preprocess and tracking,
feature generation, feature difference analysis.

The first preprocessing step of micro-expression spotting
mainly includes face alignment and block division. There
are a lot of fast and accuracy methods for face alignment
that can be used in micro-expression analysis [39] [41]. Af-
ter the face area is aligned into the same size, the face area
is usually divided into blocks for detail analysis, and track-
ing for key points are usually applied. Most of the exist-
ing methods use Kanade-Lucas-Tomasi algorithm [26] for
tracking, while in [29], Su-Jing Wang et.al employed a ro-
bust local optical flow [23] [28] [29] which is more adaptive
for different region sizes and illumination situations with a
little increase in computational complexity.

The second step of micro-expression spotting is fea-
ture generation. Many different descriptors have been used
for detecting micro-expressions. Optical flow is the first
descriptor used for differentiating micro-expressions and
macro-expressions in a video stream [25] [24], and latter,
a robust local optical flow feature is also used for micro-
expressions spotting [23] [28] [29].The spatiotemporal in-
tegration of optical flow has also proven effective [18].
3D-Gradient orientation histogram descriptor is proposed
by Polikovsky et.al [20] [21] and Gabor features are used
in [34] by Wu et.al. Local Binary Patterns (LBP) histogram
features is proposed by Moilanen et.al for detecting both the
temporal and spatial location of micro-expressions [15],and
geometric model is used in [35] for classification of micro-
expressions and macro-expressions. Recently, Hog fea-
tures [1] and Histogram of Optical Flow(HOOF) [11] are
also be used for micro-expression spotting.

After generating the expressive features, the key steps
for micro-expression spotting is to calculate the difference
between frames, and decide whether micro-expressions ap-
pear. On the one hand, some works use a threshold and
peak detection method of the scores calculated from fea-
tures, such as the optical flow and the 3D-Gradient orien-
tation histogram descriptor. In [24], scores are calculated
as the average of optical flow, and in [21], scores are com-
puted from the gradient of facial points. In [28] and [29],
the maximal difference values in the main direction of the
optical flows (MDMD feature) is proposed and outperforms
the former methods based on optical flow. In [34], a boost-
ing method applied to the features is applied for classifica-
tion. While on the other hands, some recent methods take
the dissimilarity and the correlations between frames into
consideration. In [15], [1] and [11], Chi-Squared distance

is successfully used for calculating the difference between
frames, and an auto-calculated threshold is applied to de-
cide whether micro-expression occurs or not. In [35], the
deformation correlation between frames is given to an Ad-
aboost model and a random walk model for classification.

2.2. Micro-expressions Recognition

After spotting the micro-expressions, effective ways to
recognize micro-expressions are needed. There are several
ways transferred from traditional video-based face recog-
nition or facial expressions recognition methods, while at
the same time, some works take the sparsity of micro-
expressions into consideration and proposed specific meth-
ods. The same as other recognition task, the micro-
expression recognition problem can be divided into three
steps: preprocessing, feature generation and classification.

The same as micro-expression spotting, face alignment
technology is very important for recognition. At the same
time, since the micro-expressions have low intensity and
short duration, the preprocessing step focuses on motion
magnification and temporal interpolation. Motion magni-
fication is firstly used for micro-expression recognition by
Le Ngo et.al [8], and Euler Motion Magnification method-
s [33] are proven effective. Temporal interpolation is intro-
duced by Pfister et.al [19] and shows effectiveness on im-
proving performance of recognition.

After preprocessing the input video stream, features gen-
erated from the video are the key for recognition. Some
features for micro-expression spotting are also used for
recognition, such as 3D-Gradient orientation histogram de-
scriptor [20] [21], while some other appearance features
are specifically designed. Local Binary Pattern with Three
Orthogonal Planes (LBP-TOP) is an effective feature for
video-based facial expression analysis and has been suc-
cessfully applied in micro-expressions recognition [19] [9],
and an external version of LBP-TOP feature, SpatioTempo-
ral Local Binary Pattern with Integral Projection (STLBP-
IP), is proposed by Huang et.al [6] in 2015. Oh et al. pro-
posed a multi-scale Riesz wavelet representation based on
LBP feature also achieves good performance on recogni-
tion [16]. Another statistical spatiotemporal textural fea-
tures used for micro-expressions recognition is Local S-
patiotemporal Directional Features (LSTD) introduced by
Wang et.al [32] which is comparable to LBP-TOP. Besides
of those appearance features, features based on optical flow
also play important roles in micro-expression recognition.
Optical strain, a derivative of optical flow, is firstly utilized
by Liong et.al [12]. Another optical flow based feature is
the Main Directional Mean Optical-flow (MDMO) feature
introduced by Liu et.al [13]. Facial Dynamics Map for op-
tical flow is also used for recognition [36].

Another kind of features for recognition is based on
learning methods. Tensor is an effective analysis tools for
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Table 1: Posed and spontaneous micro-expression databases

Database Elicitation Resolution Frame-Rate Subjects Emotions Video Chips Tagging

USF-HD [24] posed 1280× 720 29.7fps - - 100 mirco/non-mirco

Polikovsky [20] posed 640× 480 200fps 10 7 - FACS

SMIC-HS [10] Spontaneous 640× 480 100fps 16 3 164 Emotion category
SMIC-VIS [10] Spontaneous 640× 480 25fps 8 3 71 Emotion category
SMIC-NIR [10] Spontaneous 640× 480 25fps 8 3 71 Emotion category

CASME-A [38] Spontaneous 1280× 720 60fps 7 8 100 Emotion category/FACS
CASME-B [38] Spontaneous 640× 480 60fps 12 8 95 Emotion category/FACS

CASMEII [22] Spontaneous 640× 480 200fps 26 4 247 Emotion category/FACS

recognition and it is firstly introduced for micro-expression
recognition by Wang et.al [27]. In 2015, they extended
this method to Tensor Independent Color Space(TICS) [30].
Latter, they take the sparsity of micro-expressions into con-
sideration and proposed Sparse Tensor Canonical Correla-
tion Analysis (STCCA) [31]. Besides of tensor subspace
methods, a multi-task mid-level feature learning mechanis-
m is proposed in [5]. Although deep learning has achieved
great success in some recognition task, the feature represen-
tations based on deep learning for micro-expression recog-
nition is limited by the scale of data, several works have
tried using CNN [14] [17] and LSTM [7] to find represen-
tative features for micro-expression recognition.

The final step for a recognition task is to choose
a powerful learning strategy. SVM is the most
commonly used classifier for micro-expression recogni-
tion [19] [16] [8] [13] [31] [5] [30], while Multiple Ker-
nel Learning (MKL) and Random Forest (RF) are also been
tried for micro-expressions recognition [19]. Besides of
those typical machine learning methods, extreme learning
machine (ELM) [27] and relaxed K-SVD [40] are also been
introduced to achieve better performance.

3. Micro-expressions Databases
There are two kinds of databases for micro-expressions,

posed and spontaneous micro-expressions databases. Since
the micro-expressions are in low intensity and short dura-
tion, it is hard to collect data for micro-expression analysis
as well as label them. There are only five public available
databases for micro-expression analysis. An overview of
the existing databases are shown in Table 1.

3.1. Posed Micro-expression Databases

In the early works on micro-expressions recognition,
posed micro-expression databases are used to bypass the d-
ifficulty of getting spontaneous micro-expressions. There
are two posed micro-expression databases: USF-HD and

Polikovsky’s database.
The USF-HD is constructed by Shreve et.al [24]. The

database includes 100 chips of micro-expressions at a reso-
lution of 1280×720 and frame-rate of 29.7 fps. The subject-
s are asked to pose micro-expressions of example videos.
The emotion categories of USF-HD is not clear according
to [24] and only a few works have used this database.

Polikovsky et.al collected a micro-expressions database
in 2009 [20]. 10 subjects from different countries partici-
pated in the data collection, and all the records are at the
resolution of 640 × 480 and at the frame-rate of 200 fps.
The micro-expressions of Polikovsky’s database are posed
by asking the participates to perform 7 basic emotions with
low intensity as fast as possible. The motion-spotting label
of this database includes ’Constrict’, ’InAction’ and ’Re-
lease’ and categories are labelled using the Facial Action
Coding System (FACS).

3.2. Spontaneous Micro-expression Databases

The problem of posed micro-expression databases is that
they are different from natural micro-expressions. Different
from posed micro-expressions, naturally micro-expressions
usually occurs when the subject not even realize it, and they
often appear differently in spatial and temporal properties.
Thus, spontaneous micro-expressions databases are need,
and there are three existing spontaneous micro-expression
databases: SMIC, CASME, and CASMEII.

The first spontaneous micro-expression database is S-
MIC [10]. In this database, 20 subjects are involved, and all
videos are recorded at the resolution of 640 × 480. There
are three kinds of videos included in SMIC database: High-
speed camera (HS), normal visual camera (VIS) and near-
infrared(NIR). High-speed videos are recorded at the frame-
rate of 100 fps while the normal visual camera and near
infrared videos are at 25 fps. 16 subjects participated the
High-speed part of experiment and 8 subjects participates
the normal visual camera and near-infrared experiment. All
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the emotions are performed by ask the participants watch
16 carefully selected movie clips, and three kinds of emo-
tions (positive, negative and surprise) are involved. 164 HS
videos, 71 VIS videos and 71 NIR videos are recorded.

In 2013, Yan et.al collected another spontaneous micro-
expression database CASME [38]. There are two parts of
the database: CASME-A and CASME-B. 19 participants
are involved and the CASME-A part of the database is
record at the resolution of 1280 × 720 and at the frame-
rate of 60 fps, while the CASME-B part is at the resolution
of 640 × 480 and at the frame-rate of 60 fps. 7 subject-
s participate the CASME-A experiment and 100 chips are
recorded. At the same time, 12 participants are involved in
CASME-B, and 95 chips are recorded. 8 emotions (amuse-
ment, sadness, disgust, surprise, contempt, fear, repression
and tense) are performed in this experiment and the Facial
Action Coding System is also used for labelling.

Another micro-expression database, CASMEII, are also
record by Yan et.al [22], which provides more chips with
resolutions. This database includes 247 samples from 26
subjects. All the chips are recorded at the resolution of
640×480 and at the frame-rate of 200fps. There are 4 kinds
of labels of micro-expressions (positive, negative, surprise
and other) and the the Facial Action Coding System is also
used.

4. Conclusion
The studies of micro-expressions are increasing in recent

years. Various methods are proposed for micro-expression
spotting and recognition. In this paper, I survey the ex-
isting methods for micro-expression spotting and recogni-
tion. Moreover, at the same time, I present the existing
databases for micro-expression recognition. There has been
great progress in micro-expression spotting and recognition.
However, the problems are not perfectly solved yet. For the
spotting task, features that are more suitable for spotting
task are needed, and better analysis of the difference be-
tween adjacent frames or of a sequence of frames, even of
the whole video is needed. For the recognition task, features
that are more expressive are needed, and maybe deep learn-
ing features will bring us surprise. The databases for micro-
expressions are also limited, effective way to get sponta-
neous micro-expressions and larger scale of databases are
required for further study.
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